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The validity of the effective linear calibration (ELC) method in gel permeation chromatography 
of polymers has been checked by means of computer generated chromatograms. The ratio 
1'v1w /Mn calculated using ELC from an uncorrected chromatogram is always smaller than that 
determined by means of the true calibration dependence, but the extent of this "correction 
for longitudinal spreading" depends on the polydispersity of both the original calibration stan­
dard and the analyzed polymer, and also on the separation efficiency of the given column. If the 
respective molecular weight averages of the analyzed sample and of the calibration standard 
differ considerably, the effective linear calibration method leads to serious systematic errors in the 
calculated average molar mass values. 

Evaluation of gel permeation chromatography (GPC) data of polymers by using 
an experimental calibration dependence between the logarithm of relative mole­
cular weight M and retention volume v is not losing importance, although lately 
there has been an increased interest in the so-called dual detectors in GPC which 
make possible a simultaneous determination of the concentration and relative mole­
cular weight of components in the eluate leaving the column. If primary calibration 
standards having a very narrow molar mass distribution are not available for the 
analyzed polymer and the universal calibration based on polystyrene standards 
cannot be used, either because the necessary values of the Mark-Houwink constants 
are not known, or because polystyrene does not dissolve in the mobile phase employed, 
the given system of columns may be calibrated by means of characterized polymer 
samples with a broad distribution curve - ct. the review 1 • If only a small number 
(lor 2) of such secondary calibration standards are at disposal, one must resort 
to an assumption that the sought calibration dependence is linear, i.e., 

In M = A * - B*v . (1) 

It is then in principle sufficient to know two characteristics (e.g., the number -
Mn - and weight - Mw - average molecular weight) of a single polydisperse sample 
in order to determine the constants A * and B*. 
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As early as in 1969, Balke and coworkers2 suggested for this case the so-called 
effective linear calibration method (ELC): if equation (l) is valid, the number­
and mass - average M may be calculated from a chromatogram corrected for 
longitudinal spreading, w( v), by means of the relations 

Mn = exp (A*) I fexp (B*.v') w(v') dv' , 

Mw = exp (A*) . fexp (-B*v') w(v') dv' ; 

(2) 

(3) 

(the integration limits cover the whole range of elution volume of the given system 
of columns). If the corrected chromatogram w in Eqs (2) and (3) is replaced by the 
experimentally available uncorrected chromatogram g of the secondary standard 
in question, the equations 

Mn = exp (A) I fexp (B. v') g(v') dv' , 

Mw = exp (A) . fexp (-B. v') g(v') dv' 

(4) 

(5) 

(in which Mn, Mw are the known characteristics of the calibration standard) no 
longer define the actual constants (A* and B*) but relate to some effective values 
A, B. Balke and coworkers2 solved Eqs (4) and (5) for the sought constants A, B of the 
so-called effective linear calibration 

In M = A - Bv. (6) 

A view has been forwarded in several papers2 - f! that, if ELC thus determined 
is used in the calculation of molar mass averages from the uncorrected chromato­
gram of an unknown sample, the resulting values are automatically corrected for 
longitudinal spreading. This is of course true for the standard used in the determina­
tion of ELC - cf. equations (4) and (5); it is also true that for any other polymer 
the value of Mw/Mn calculated from the uncorrected chromatogram by using equa­
tion (6) is always smaller than that determined from the true calibration dependence 
(1), since the slope B is always smaller than B* (cf. 6 - 8). 

Lately, some manufacturers have supplied so-called "linear" columns for GPC 
where, with a suitable combination of porous packings, the calibration dependence 
is made to satisfy adequately Eq. (1); thus, the simple effective linear calibration 
method has once again become topical. This study has as its objective a critical 
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evaluation of the ELC method with respect to reliability of the calculated molecular 
weight averages and a verification of the supposed automatic data correction. The 
effect of a slight curvature of the real calibration dependence was also investigated. 

RESULTS AND DISCUSSION 

To be able to verify the method proper, irrespective of uncertainty in the mole­
cular weights of calibration standards and of the possible errors due to the apparatus 
and data evaluation procedure, artificial, computer-generated chromatograms 
of "polymeric standards" with known (Schulz-Zimm) distribution and known 
M n' M w values were used in the testing. The procedure of calculating uncorrected 
chromatograms from model distributions has been described in detail earlier9 •10• 

A number of chromatograms were generated for polymers having distributions dif­
fering greatly in their position on the M axis, width (characterized by Mw/Mn) 
and shape (uni- or bimodal); the actual calibration dependence was assumed either 
linear according to equation (1) or slightly curved. The dependence of the spreading 
factor h on the elution volume (with a Gaussian spreading function in Tung's integral 

TABLE I 

Characteristics of model polymers with the Schulz-Zimm molecular weight distribution used 
in the computation of artificial chromatograms and constants of the resulting effective linear 
calibration dependences 

-------_.-------------

ELC constants 
Sample 

A B 

Actual calibration linear, log M = 12'80259 - 0'1345v 

A 
B 
C 
D 

9·1 
8·2 
7·1 

50 

1'2 
1·5 
2'0 
2'0 

10'6816 
11'6062 
12'0570 
1I ·7667 

0'09797 
0'1l395 
0'12180 
0'11477 

Actual calibration quadratic, log M = 21'64 - 0'43933v + 0'OO2533v2 

9·1 
8·2 

50 
7·8 

1'2 
1·5 
2'0 
1·76 

10'6566 
11·7615 
12'6869 
12·2045 

0'10121 
0'12092 
0'13454 
0'12872 

Q Molecular weight distribution bimodal, obtained as a superposition of two Schulz-Zimm curves. 
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equation) was chosen as: h(v) = -0,93102 + 0'02541v - 7·3. 1O-5V2. From un­
corrected chromatograms, the constants A, B of the effective linear calibration 
were then calculated by employing the iterative method described in 7. The basic 
characteristics of model polymers are summarized in Table I. 

Fig. 1 shows the straight lines of effective linear calibration calculated for samples 
A, B, D along with the straight line of the true calibration dependence. It can be 
easily seen that with decreasing polydispersity of the secondary standard (samples 
A, B) the straight lines of ELC deviate more and more from the true calibration 
dependence. This behaviour has already been observed for both real6 and model 
(computer generated) chromatograms8 • In our earlier paper7 it has been demonstrat­
ed, on the basis of theoretical analysis, that for a Gaussian spreading function the 
slopes of the actual (B*) and effective (B) linear calibration lines are related by the 
equation 

(7) 

which contains the second central m~ment Jl.2 (variance) of the Uncorrected chromato­
gram of the respective calibration standard used in the construction of ELC and the 
spreading factor h characterizing the separation efficiency of the given system of co­
lumns (lj2h = ub, where ub is the variance of the spreading function G(v, y)). Since 
for real GPC systems with separation efficiency sufficiently high for practical pur-

109M 

FIG. 1 

Actual, straight line calibration dependence 
(full line) and straight lines representing 
effective linear calibrations calculated for 
samples A (--), B (---), and D 
(-----) 
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FIG. 2 

Actual, curved calibration dependence (full 
line) and straight lines representing effective 
linear calibrations calculated for samples 
E (- -), F (- - -), and G (-----) 

Collection Czechoslovak Chern. Commun. [Vol. 49) (1984) 



Calibration Method in Gel Permeation Chromatography 2201 

poses the ratio B*2/2h is always sufficiently low, the exponential in Eq. (7) can be 
expanded in an infinite series with sufficient accuracy, and terms containing higher 
powers of B* can be neglected. The approximate relation 

(8) 

is obtained as a result. Since 112 reflects both the polydispersity of the given calibra­
tion standard and the separation efficiency of the system of columns under con­
sideration, we shall rearrange Eq. (8) to a more lucid form by substituting for 112 
from the equation 

(9) 

derived in ref. II, in which Vz is the variance of the corrected chromatogram w(v) 
which reflects only the polydispersity of the calibration standard. This gives the result­
ing approximate relation 

(10) 

which indicates that the ratio of the respective slopes of the real calibration straight 
line and ELC is the greater, the smaller the separation efficiency of the column 
(i.t'. the higher a~) and the narrower the distribution of the secondary standard 
used. 

11 can also be seen in Fig. 1 that due to this difference in the slopes the deviation 
of the ELC line from the actual calibration dependence becomes unacceptably 
large, if we move along the v-axis from the point of their intersection (according 
to the theoretical analysis, the point of intersection corresponds to the elution volume 
at the centroid of the chromatogram of the calibration standard7). This means that 
if the given ELC is used in the evaluation of chromatograms of polymers whose 
average relative molecular weight differs greatly from that of the secondary standard 
used in establishing the ELC line, a considerable systematic error is committed (cf. also 
the difference between the ELC's for samples A and D). 

A similar situation for a nonlinear actual calibration dependence is shown in Fig 2: 
in this case the systematic deviation of ELC's from the actual calibration curve is 
still more pronounced, in particular in the range oflarge M. 

From each generated uncorrected chromatogram, the Mn and Mw values were 
calculated (a) on the basis of ELC's obtained from chromatograms of the other 
samples (thus considered as secondary calibration standards) and (b) by using the 
true calIbration dependence (as determined, e.g., by means of primary "monodisperse" 
standards) either without correction for longitudinal spreading or by correcting 
the data using the simplest correction method according to Pierce and Armonas12• 

Deviations of the number and mass averages calculated by the above procedures 
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from the correct Mn and Mw values are summarized in Table II for the case of the 
linear and in Table III for the curved actual calibration dependence. 

Data in the Tables unambiguously confirm that the effective linear calibration 
may be used in the calculation of Mn and Mw , if both the analyzed sample and the 
secondary standard used in the construction of ELC have a similar molecular weight 
distribution. In such case errors of the calculated M nand M w values are of little 
importance and are also mostly smaller than errors of the average values determined 

TABLE II 

Error of molecular weight averages calculated by means of effective linear calibration dependences 
obtained from various samples. (Actual calibration dependence linear) 

ELC 
from sample 
---------------------

B 
C 
D 

A 
C 
D 

A 
B 
D 

A 
B 
C 

Sample A, Mn = 9.1 . 104, 

3-8 
6·4 

+ 24·7 
2·0"( -7·S)b 

Sample B, Mn = S·2.104, 

+ 6·2 
4·0 

+ 29·4 
2·0"( -7·2b) 

Sample C, Mn = 7·1 . 104, 

+ 16·4 
- 6·2 
+ 37·1 
- 1·9"( - 6·Sb) 

- 4 Sample D, Mn = SO . 10 • 

- 33·0 
- 23·S 
- 19·5 
- 3·S"( - 1O·2b) 

M..,= 10.9. \04 

+ 2·7 

+ 3-3 
+ 33·S 
+ 2·S(+S·9b) 

Mw= 123.\04 

9·2 

+ I·S 

+ 30·2 

+ 2·S"(+9·lb) 

M.,= 14.2. \04 

9·S 
3·0 

+ 26·S 
+ 2·3"( +9·4b) 

- 4 M..,=loo.1O 

44·S 
24·2 
11·S 

+ 4·4"(+ 17·7") 

"Errors of the molecular weight averages calculated using the actual calibration dependence 
by means of the correction procedure according to Pierce and Armonas12 (AM = (M" - M,,) . 
. tOO/MIA). b Errors of the molecular weight averages calculated by means of the actual calibration 
dependence without correction. 
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from the actual calibration dependence without correction for longitudinal spreading. 
If, however, this condition is not satisfied, and particularly if both distributions 
differ considerably in their position on the M axis, evaluation ofthechromatograms 
by means of ELC leads to serious systematic errors in the calculated averages. It also 
follows that even the simplest procedures of correction for longitudinal spreading 
in connection with the actual calibration dependence of the given system of columns 
(as determined by means of primary calibration standards or by correct methods 

TABLE III 

Error of the molecular weight averages calculated by means of effective linear calibration depen­
dences obtained from various samples. (Actual calibration dependence curved) 

ELC 
from sample 

F 
G 
H 

E 
G 
H 

E 
F 
H 

E 
F 
G 

I1Mn, % 

Sample E. Mn = 9'1 . 104 , 

3'3 
+ 36·g 

3'4 
2'3a( _9·gb) 

Sample F, Mn = 9.2. 104 , 

+ 6'0 
+ 3g'3 

1'3 
- 2'2a( -9'0b ) 

- 4 
Sample G. Mn = 50 . 10 , 

- 45'6 
- 37'0 
- 32·7 

6'9a( - 16'5b ) 

Sample H, Mn = 7.g3 . 104 , 

+ g'3 

+ 1·6 
+ 40'0 
- 3'7a(-g'9b ) 

I1Mw• % 

... -~ -~ .. -

M = ... 10'9.104 

+ 4·g 

+ 57'6 

+ g'4 

+ 2'7a(+ 16'l b) 

Mw= 12'3.104 

6·2 

+ 52·7 

+ 4'3 

+ 2'5a(+ 17'4b) 

M = w 100.104 

60'1 
45'1 
36'7 

+ 9'0a( + 22'9)b 

M = w l3·g.104 

12·5 
4·g 

+ 47·5 

+ 4'2G(+19'0b) 

--_._-_._-
a Errors of the number and mass average values of M calculated using the actual calibration 
dependence by means of the correction procedure according to Pierce and Armonas12 . b Errors 
of the molecular weight averages calculated by means of the actual calibration dependence 
without correction. 
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reported in the literature for characterized secondary standards 1 ) lead to accurate M n 

and M w values; the latter procedure of data evaluation (if applicable) should always be 
given preference. 
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